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Abstract
. In quantum information, device independent certification is a matter of
both practical and fundamental interest. In this thesis, we explore the use of
a particular Bell inequality, known as the elegant Bell inequality, in device
independent certification. We first characterize all states and measurements
that can lead to a maximal violation of the elegant Bell inequality. It turns
out that, in all cases, the state involved in a maximal violation is a gener-
alized singlet state, and the measurements of one of the parties are always
maximally spread out on the Bloch sphere, forming a complete set of mu-
tually unbiased bases. The measurements involved on the other party form
two pairs of symmetric informationally complete vectors. The elegant Bell
inequality, then, can be used to certify the presence of these elements.

We also explore the usefulness of the elegant Bell inequality in random-
ness certification, in particular in a protocol for certification of maximal
randomness from one entangled bit.

The last part of this thesis is dedicated to a study of some of the spe-
cial geometric structures involved in the maximal violation of the elegant
Bell inequality, namely the symmetric informationally complete vectors. The
problem of the existence and of the construction of these sets of vectors in
Hilbert spaces of any dimension is open, but there are solutions available in
many dimensions. We look at these structures from both a geometric and
an algebraic number theory perspective, and conjecture a relation between
vectors in different dimensions. We introduce the relation of "alignment"
between such sets of vectors.
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1 Introduction
text Classical information theory started by abstracting away from the phys-
ical support of information (be it a piece of paper on which the information
is represented by wiggly lines, or transistors in a computer where the infor-
mation is represented by electrical pulses and indentations in ceramic discs)
and produced theorems that apply to all classical physical systems, such as
Shannon’s noisy channel coding theorem, as well as designed protocols which
can be implemented on different systems (see [1] for logical gates with soldier
crabs). Classical information theory makes, in fact, one assumption about
the support of information, namely that it be classical. The deepest conse-
quences of this are that the unit of information, the bit, takes two possible
values, 0 or 1, and that interrogating the system for this value does not affect
the bit.

Quantum information theory aims at studying quantum systems from an
information-theoretical perspective, and thus, makes just as little assump-
tions about the systems it studies: that they obey the laws of quantum
mechanics.

Quantum computation and applied quantum information deal with, among
other things, tasks involving security and cryptography [2]. In many applica-
tions in these directions, adversarial scenarios are taken into consideration,
such as two parties trying to communicate in the presence of an eavesdrop-
per, or one party trying to generate random numbers while an adversary
is trying to control or guess the numbers. In these scenarios, we are in-
terested in two kinds of research questions: i) answering general questions
such as what is the maximum randomness one can hope for under specific
circumstances, or the maximum information an eavesdropper can gather be-
fore being detected, and ii) constructing protocols for solving different task,
and, in particular, constructing optimal protocols. In adversarial scenarios,
we need to assume that we are operating with sources and detectors we do
not trust. It becomes then a practical question to try and guarantee, from
collecting statistics alone, that the devices do what we want them to. This
kind of guarantee is called certification. Things we are interested in certi-
fying include the dimension of the states involved, that is to say that the
interesting degree of freedom is not entangled with some others (polariza-
tion of photons is separable from the angular momentum; electronic levels
of ions from their motional modes)[3], that the randomness in a randomness
generation protocol is genuine [2] etc. This can in fact be done in quantum
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mechanics, it’s called device-independent certification [2]. This kind of re-
search is interested in developing protocols that don’t involve any model of
the devices. The reason certification works is that in many applications and
protocols we use non-local correlations as a resource, and the presence of
correlations in a certain amount is both necessary and sufficient to validate
that the protocol works. Therefore certification can, in many cases, consist of
verifying the presence of these correlations. Most known protocols use Bell
inequalities, or equivalently, prepare and measure scenarios, to probe the
presence of non-local correlations. Aside from the practical considerations,
there are fundamental implications of certification, such as the legitimacy
of the treatment of correlations as resources (a key aspect of the quantum
computing paradigm), or the possibility of singling out quantum mechanics
among non-local theories. Our work focuses on one particular Bell inequal-
ity, the so-called elegant Bell inequality, whose usefulness I investigate in the
context of two different certification protocols.

In the next chapter, we give a brief introduction to Bell inequalities and
to correlations, using the Clauser-Horne-Shimony-Holt inequality as an ex-
ample. We then introduce the elegant Bell inequality.

In the following chapter we introduce the concepts of self testing and ran-
domness certification. We then give an account of the elegant Bell inequality
in relation to these concepts. We introduce Mutually Unbiased Bases (MUBs)
and Symmetric Informationally Complete POVMs (SICs) as geometric struc-
tures in the Hilbert space, singled out by the self-testing properties of the
elegant Bell inequality. This chapter should equip the reader to follow the
first two accompanying papers.

The final chapter is dedicated to Symmetric Informationally Complete
POVMs (SICs). We investigate aspects of these objects from geometric and
number-theory approaches, and find a connection between SICs in the Hilbert
space of dimension d and those in the Hilbert space of dimension d(d − 2).
We overview numerical results pertaining to dimensions d ∗ d and d(d− 1) as
well.

2 Bell inequalities
dd Bell proved in 1964 that quantum mechanics makes predictions that are
incompatible with any theory satisfying local realism[4] (while "locality" is
somewhat intuitive, "realism" is a difficult concept to incorporate into the
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description of a theory. We will give a technical definition of realism, suffi-
cient for our purposes, later). Bell’s proof consisted of finding an example of
a function of probabilities that is upper bounded by any theory that assumes
local realism. Quantum mechanics allows for larger values of the function,
therefore quantum mechanics is incompatible with either locality or realism.
The term "Bell inequality" is now used for any linear function of probabilities
that is bounded tighter in local realist theories than in quantum ones. Quan-
tum mechanics does not, in general, allow for arbitrarily large violations of
these inequalities; there exists a "quantum bound" as well.

From here on, we consider only Bell inequalities involving probabilities
generated by two spatially-separated observers, Alice and Bob, performing
dichotomic measurements on a shared system. Many-partite Bell inequal-
ities exist, as well as Bell inequalities for measurements with more than 2
outcomes, but we don’t loose any intuition by restricting to this simple case.
In discussing quantum mechanics in terms of probabilities and correlations,
we follow Brunner et al [6].

Let Alice have at her disposal n measurement settings, and Bob have m.
In each run of the experiment, each parties chooses a setting, let’s say Ai
for Alice and Bj for Bob. Let a and b denote the outcomes of Alice and
Bob respectively. The joint probability of reading outcomes a and b when
measurements Ai and Bj have been performed in a run of the experiment is
then denoted as:

p(ab|AiBj)

The expectation value of a pair of operators, is defined as:

E(AiBj) =
∑
a,b

ab · p(ab|AiBj) (1)

The expectation value is also often denoted as 〈AiBj〉, or Eij.
Realism is the assumption that in each run of the experiment E(AiBj) has
a value, even if it is not measured. We will, from now on, assume, for the
sake of simplicity, that it holds, and it is locality, actually, that is violated
by quantum mechanics.

A scenario is completely characterized by a total of 4mn such joint prob-
abilities (iterating all possible settings m∗n, and all four possible outcomes).
Using terminology introduced by Tsirelson [5], we call the set

p = {p(ab|AiBj)}
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of all these probabilities a behavior. The space of all behaviors is P ⊂
R4mn, defined by the possibility constraints p(ab|AiBj) ≥ 0, ∀a, b, i, j and the
normalization constraints ∑a,b p(ab|AiBj) = 1,∀i, j.

There are three types of constraints within this set that we are interested
in: non-signaling behaviors, quantum behaviors, and local realist behaviors.

Non-signaling correlations

text The non-signaling constraint (first formalized in [7]) is that the marginal
probabilities of one of the parties be independent of the other’s measurement
setting: ∑

b

p(ab|AiBj) =
∑
b

p(ab|AiBk)

∑
a

p(ab|AiBj) =
∑
a

p(ab|AkBj). (2)

The physical interpretation is clear: Bob cannot signal to Alice by his choice
of input. Non-signaling behaviors are consistent with relativity; if Alice and
Bob are space-like separated they cannot use their Bell system to communi-
cate instantaneously.
The set of non-signaling correlations is denoted NS.

Local correlations

text We can now form an idea of what locality means. A hidden vari-
ables theory usually assumes that there exist some other variables, λ, on
which the outcomes a and b depend. This hidden factors can account for
the correlations between Alice’s and Bob’s experiments by having a joint
causal influence on the two. The full expression of the probability would be
p(ab|AiBj, λ). Locality then means that the behavior factorizes:

p(ab|AiBj, λ) = p(a|Ai, λ)p(b|Bjλ). (3)

A more subtle definition of locality takes into the account that λ may involve
physical quantities that are not controllable in an experiment, which makes
it impossible for statistics to be collected for a fixed λ. The hidden-variable
is then allowed to vary across the runs according to a distribution function
f(λ), and the behavior can be written by integrating over all values of λ:

p(ab|AiBj) =
∫
λ
f(λ)p(a|Ai, λ)p(b|Bjλ)dλ (4)
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The set of local correlations, which we denote L, is strictly smaller than
the set of non-signaling correlations NS.

Quantum correlations

text To define quantum behaviors, we need to define a state ρAB shared by
the two parties, and measurement operators, Ma|Ai and Mb|Bj , acting on the
Hilbert spaces where Alice’s and Bob’s part of the shared state belongs (HA

and HB, respectively). A quantum behavior, then, is any behavior for which
a state and two sets of operators, as defined above, can be found such that:

p(ab|AiBj) = Tr(ρABMa|AiMb|Bj). (5)

This is known in quantum mechanics as the Born rule. We can simplify this
expression, without loss of generality, by taking the state to be pure and the
operators to be projectors, if necessary by increasing the dimension of the
Hilbert space. The equation then becomes:

p(ab|AiBj) = 〈Ψ|Ma|i ⊗Mb|j|Ψ〉. (6)

Any quantum behavior satisfies non-signaling constraints, but there exist
non-signaling behaviors that are not quantum (for example, the Popescu-
Rorlich box, see [7]). Moreover, any local behavior admits a description of
the form 5, as shown for example by Pitowsky [8], but there exist quantum
behaviors which are not local.

2.0.1 The Clauser-Horne-Shimony-Holt inequality

text We will illustrate these constraints with the help of the most famous
Bell inequality, namely the Clauser-Horne-Shimony-Holt (CHSH) inequality
[9]. The CHSH inequality involves two settings for Alice and two settings for
Bob. Let us take the eigenvalues of both Ai and Bj to be ±1, and let Eij
denote the expectation value for measurement settings i and j respectively:

Eij = 〈AiBj〉 =
∑
a,b

ab · p(ab|AiBj). (7)

The inequality then reads:

S = E00 + E01 + E10 − E11 ≤ 2, (8)
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with 2 being the maximum value of S allowed by local realist theories.
The maximum quantum value is

S = 2
√

2 > 2 (9)

Equation (9) illustrates the content of Bell’s theorem, establishing the non-
local character of quantum theory. All bipartite Bell inequalities that involve
two dichotomic measurements on both parties are equivalent (up to permu-
tations of inputs and outputs) to the CHSH [9].
We will now prove the bounds of CHSH. To prove the local bound we assign
values to the expectation values of the operators, maximizing S. We keep in
mind that, for local behaviors, it holds that 〈AiBj〉 = 〈Ai〉〈Bj〉. There are
42 possible assignments, and to find the maximum value one needs simply to
go over them (see Table 1.). But it is easy to see that the value S = 2 cannot
be exceeded. We maximize the terms that come into S with a plus sign by
assigning the value +1 to each Ai and Bj, thus maximizing each term. Since
the last term, A1B1, which comes into S with a minus sign is also 1, the total
value of S is 2 in this scenario. If we, on the contrary, minimize the negative
term, by assigning opposite sign values to A1 and B1, the positive term is
also minimized, and the total value of S is again 2.

10



〈A0〉 〈A1〉 〈B0〉 〈B1〉 E00 E01 E10 E11 S
1 1 1 1 1 1 1 1 2
1 1 1 −1 1 −1 1 −1 2
1 1 −1 1 −1 1 −1 1 −2
1 1 −1 −1 −1 −1 1 1 −2
1 −1 1 1 1 1 −1 −1 2
1 −1 1 −1 1 −1 −1 1 −2
1 −1 −1 1 −1 1 1 −1 2
1 −1 −1 −1 −1 −1 1 1 −2
−1 1 1 1 −1 −1 1 1 −2
−1 1 1 −1 −1 1 1 −1 2
−1 1 −1 1 1 −1 −1 1 −2
−1 1 −1 −1 −1 −1 1 1 −2
−1 −1 1 1 −1 −1 −1 −1 2
−1 −1 1 −1 −1 1 −1 1 −2
−1 −1 −1 1 1 −1 1 −1 2
−1 −1 −1 −1 1 1 1 1 2

Table 1: the local values of S

Incidentally, we can now revisit the notion of realism and get a more
intuitive grasp of it. Realism is the assumption that each entry of this table
has a truth value in each run of the experiment, regardless of which column
is actually measured. If realism does not hold, then it becomes meaningless
to speak of S as a linear combination of these expectation values.

In quantum mechanics, we can choose a state and some operators such
that, when plugging them in equation (5), we obtain a behavior that violates
the CHSH inequality. I will give an example of such a choice here (in Section
3.1.1 we will see that this choice is in fact essentially unique, but for now let
us treat this as a generic example). Let us take the state to be the singlet
state of two qubits, |Ψ 〉 = (| 01 〉 + | 10 〉)/

√
2, and Alice’s operators to be

A0 = ZA and A1 = XA, where ZA and XA are the Pauli operators acting
on Alice’s Hilbert space, in the z and x directions, respectively. We choose
Bob’s operators to be:

B0 = −ZB −XB√
2

B1 = −ZB +XB√
2

, (10)
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where ZB and XB are the corresponding Pauli operators on Bob’s Hilbert
space. We then have 〈A0B0〉 = 〈A0B1〉 = 〈A1B0〉 = 1/

√
2 and 〈A1B1〉 =

−1/
√

2. Putting these values together in S, we get S = 2
√

2 > 2, at odds
with (8). We have shown that quantum mechanics allows for the value 2

√
2,

thus proving Bell’s theorem.

In order to prove that 2
√

2 is indeed the maximum value allowed by
quantum mechanics, we start by defining the operator

F = A0B0 + A0B1 + A1B1 − A1B1. (11)

Since the eigenvalues of Ai (and Bj) are ±1, it follows the operators are all
involutions, i.e. they all square to the identity: A2

i = IA and B2
j = IB. Using

this, we have
F 2 = 4IAB − [A0, A1][B0, B1]. (12)

We also need to define the norm of an operator O, as following:

‖O‖ =
√
〈O†O〉, (13)

or simply
‖O‖ =

√
〈O2〉, (14)

since we are only concerned with Hermitian operators. Plugging the following
norm inequalities:

‖[A0, A1]‖ ≤ 2‖A0‖‖A1‖ (15)

‖[B0, B1]‖ ≤ 2‖B0‖‖B1‖ (16)

into equation (12), and using the fact that 〈Ai〉 ≤ 1 and 〈Bi〉 ≤ 1, the
quantum limit follows.

Non-signaling theories allow for higher values of S, see [7]. The authors
introduce blackbox devices, nowadays called Popescu-Rohrlich boxes (or PR
boxes) characterized by the fact that they allow for maximum violation of
the CHSH inequality in a non-signaling way. To obtain the maximum non-
signaling violation of the CHSH inequality we are no longer bound by quan-
tum mechanics to obey (5), that is, to use self-adjoint operators on the Hilbert
space as measurement settings. If the four expectation values present in S
are completely independent, they can be chosen as: 〈A0B0〉 = 〈A0B1〉 =
〈A1B0〉 = 1 and 〈A1B1〉 = −1. The total value of S is then four.
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2.0.2 Geometric Interpretation

text The sets of local, quantum, and non-signaling scenarios (L, Q, NS,
respectively) are all closed, bounded, and convex. In general, we have the
strict inclusion L ⊂ Q ⊂ NS, and it has been shown that dimL = dimQ =
dimNS [10]. A convex set can be defined as the hull of a set of extremal
points. Equivalently, any point in the set can be written as a convex com-
bination of the extremal points. If the set of extremal points is finite, then
the set is a convex polytope. Both the set of non-signaling behaviors and
the set of local realist behaviors are convex polytopes. The set of quantum
probabilities is a convex set, but not a polytope, i.e. it has an infinite number
of extremal points. The hyperplanes delimiting the local set correspond to
Bell inequalities.

Vertesi et al. have studied the geometry of the probability sets in a recent
paper [11]. They classified the relations between the faces of L, Q, and NS,
and concluded that seven distinct cases can occur. Figure 1., based on their
results, illustrates all the possible cases in one slice of the polytope. It may be
the case, however, that no actual slice contains all types of boundaries. The
classification is based on whether, for a particular Bell-type inequality, the
maximal local value βL, the maximal quantum value βQ, and the maximal
non-signaling value βNS , coincide, and on whether, if the values do coincide,
the faces defined them are strictly included in one another, or are equal.
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Figure 1: An illustration of a possible slice through the set of probabilities,
containing all cases of relations between the faces of the three sets of interest,
for a given Bell inequality:

1. Case 1 corresponds to βL < βQ < βNS
2. Case 2 correspon ds to βL = βQ < βNS, and the quantum face includes

the local one
3. Case 3 corresponds to βL = βQ < βNS, and the quantum face coincides

to the local one
4. Case 4 corresponds to βL < βQ = βNS, and the non signaling face

includes the quantum one
5. Case 5 corresponds to βL = βQ = βNS, the quantum face coincides to

the local one, and the non-signaling face includes the quantum one
6. Case 6 corresponds to βL = βQ = βNS, the quantum face includes the

local one, and the non-signaling face includes the quantum one
7. Case 6 corresponds to βL = βQ = βNS, the local, quantum, and non-

signaling faces coincide.

A geometric aspect which this classification does not cover, but which is
interesting for our purposes, is that some Bell inequalities give rise to fully
dimensional faces (i.e. facets), and some Bell inequalities give rise to lower
dimensional faces of the local polytope. A facet of a d dimensional polytope
is d − 1 dimensional. The CHSH inequality is one example of an inequality
that determines a facet of the local polytope. The Elegant Bell inequality,
with which we will deal later, describes a hyperplane which contains a lower
dimensional face. Bell inequalities of this second type do not determine the
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geometry of the local polytope in a precise sense, as they can be rotated
around the lower-dimensional face that they include. An illustration of this
can be found in Fig.2.

Figure 2: An illustration of hyperplanes containing faces of the local poly-
tope, for the case d = 2. The blue line contains a facet (in this case a one
dimensional surface, an edge of the square). It uniquely determines a face of
the polytope. The solid purple line contains a lower dimensional face (in this
case a zero dimensional face, a corner of the square). It can be rotated around
the corner. The purple lines would determine equivalent Bell inequalities

To illustrate this, we look again at the CHSH inequality. To determine
the dimension of the faces of the correlation polytope determined by the
CHSH inequality, we follow a framework laid out by Pitowsky [12]. We use
a "truth-table" to go over the possible values of S, similar to Table 1., but
setting the possible expectation values of each operator are at 0 and 1, so
that the formalism resembles Boole algebra:
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〈A0〉 〈A1〉 〈B0〉 〈B1〉 E00 E01 E10 E11
0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 1 1 0 0 0 0
0 1 0 0 0 0 0 0
0 1 0 1 0 0 0 1
0 1 1 0 0 0 1 0
0 1 1 1 0 0 1 1
1 0 0 0 0 0 0 0
1 0 0 1 0 1 0 0
1 0 1 0 1 0 0 0
1 0 1 1 1 1 0 0
1 1 0 0 0 0 0 0
1 1 0 1 0 1 0 1
1 1 1 0 1 0 1 0
1 1 1 1 1 1 1 1

Table 2

Take each row in the table to be a vector in eight dimensional real space.
There are sixteen such vectors and they define the corners of the local poly-
tope. Given an eight dimensional vector v = (vA0 , vA1 , vB0 , vB1 , vE00 , vE01 , vE10 ,
vE11), then v corresponds to a local behaviour if and only if it can be written
as a linear combination of the 16 corners. In order to determine whether a
given inequality defines a facet or another face, we look at the number of
corners that are exactly on the face (i.e. the number of corners for which
the value of S is maximal). For a d dimensional polytope the number of
corners on a facet is at least d. The four equivalent CHSH inequalities can
be expressed in terms of the vector elements as:

−1 ≤ vE00 + vE01 + vE11 − vE10 − vA0 − vB1 ≤0 (17a)
−1 ≤ vE10 + vE11 + vE01 − vE00 − vA1 − vB1 ≤0 (17b)
−1 ≤ vE00 + vE01 + vE11 − vE10 − vA0 − vB1 ≤0 (17c)
−1 ≤ vE00 + vE01 + vE11 − vE10 − vA0 − vB1 ≤0 (17d)

The number of corners that saturate each of these inequalities is 8, which
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means that each of the inequalities defines a facet.

2.0.3 The elegant Bell inequality

text The elegant Bell inequality (EBI from here on) is a bipartite Bell in-
equality introduced by Gisin [13]. One of the parties, Alice, chooses among
three dichotomic measurement settings, while the other party, Bob, chooses
among four dichotomic measurement settings, giving a total of twelve joint
settings. We define the Bell operator

Σ =A1B1 + A1B2 − A1B3 − A1B4 + A2B1 − A2B2

+ A2B3 − A2B4 + A3B1 − A3B2 − A3B3 + A3B4
(18)

Using the notation Ek,l for the mean value of the product of the outcomes of
Alice’s kth and Bob’s l, and fixing the possible outcomes of each operator to
±1, the EBI reads

S ≡E1,1 + E1,2 − E1,3 − E1,4 + E2,1 − E2,2

+ E2,3 − E2,4 + E3,1 − E3,2 − E3,3 + E3,4 ≤ 6
(19)

Its maximum quantum value is S = 4
√

3 [23]. The adjective “elegant” in
the EBI comes from the observation that its maximal quantum violation is
achieved when Alice and Bob share a maximally entangled pair of qubits,
the eigenstates of Alice’s three projective measurements form a complete set
of three mutually unbiased bases (MUBs), and the eigenstates of Bob’s four
projective measurement can be divided into two sets, each of which defines a
symmetric informationally complete positive operator-valued measure (SIC-
POVM).

3 Quantum certification

3.1 Self-testing
text The concept of self-testing was introduced by Mayers and Yao [14]. In
their initial paper, self testing was seen as a test for a photon source that
would guarantee the source’s usefulness for implementing the BB84 protocol
for quantum key distribution, in a secure way. In general, self testing says
that if the statistics of a real experiment correspond to those of a reference

17



experiment, then the real experiment is effectively equivalent to the reference
experiment. An exact definition of self-testing, formalized by McKague [16,
17], is: the reference experiment is self-testing if for any other experiment in
which Alice performsm local measurements Ak = {ΠAk

± } and Bob performs n
local measurements Bl = {ΠBl

± } on a shared state |ψ 〉, a complete agreement
of the two experiments statistics, i.e., equality

〈φ |Πak
± Πbl

±|φ 〉 = 〈ψ |ΠAk
± ΠBl

± |ψ 〉 (20)

for all k, l, implies the existence of a local unitary, or, more precisely, a local
isometric embedding

Φ = ΦA ⊗ ΦB : HA ⊗HB → (HA ⊗Ha)⊗ (HB ⊗Hb)
= (HA ⊗HB)⊗ (Ha ⊗Hb)

(21)

such that Φ(ΠAk
± ΠBl

± |ψ 〉) = |χ 〉 ⊗ Πak
± Πbl

±|φ 〉, where |χ 〉 is some arbitrary
but normalized vector in HA ⊗HB.
The above definition is complete, and perfectly general. We will discuss
two examples, both of them using as the reference experiment the maximal
violation of a Bell inequality. First, we deal with the maximal violation of
the CHSH inequality, as it is the simplest example of self testing, as well as
the most studied.

3.1.1 Self-testing property of the CHSH inequality

Popescu and Rohrlich [15] characterized all the scenarios in which the CHSH
inequality is maximally violated and proved that all of them involve the
presence of a maximally entangled qubit shared by the two parties, as well
as the presence of generators of a Lie algebra as settings in both Alice’s and
Bob’s experiments.

We will go over Popescu and Rohrlich’s derivation, as this will allow us to
get a better intuition of the strength of self-testing, then we will consider the
implications of this result for selftesting. In the end of this section, we will
summarize our results about the self-testing properties of the EBI, included
in the accompanying Paper I.

First, we go through the derivations of the condition of maximal violation
of the CHSH in quite a bit of detail. The most general description of the
system is that we have a generic bipartite state, |Ψ 〉, and two dichotomic
operators for each party (denoted, as in the previous section, by A0 and A1
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for Alice, and by B0 and B1 for Bob). Together, they maximally violate the
CHSH inequality:

〈Ψ|F |Ψ〉 = 〈Ψ|A0B0 + A0B1 + A1B0 − A1B1|Ψ〉 = 2
√

2 (22)

We use the Schmidt decomposition of a pure qubit state:

|Ψ 〉 =
n∑
i=1

ci|uivi 〉 (23)

We make minimal assumptions about the system. Namely we assume that
the dichotomic measurement settings of both Alice and Bob have as eigenval-
ues 1 and−1, and that the Hilbert space of each particle have dimension equal
to the number of terms in the decomposition (23). From equation (22), it fol-
lows that |Ψ 〉 is an eigenstate of F with eigenvalue 2

√
2: F |Ψ 〉 = 2

√
2|Ψ 〉.

Applying F again, we get:

F 2|Ψ 〉 = 8|Ψ 〉 (24)

Expanding equation 24, and using the fact that A2
i = B2

j ,∀i, j we get

(4 + B0B1 + A0A1 − A0A1B0B1 +B1B0 + A0A1B1B0 − A0A1 (25)
+ A1A0 + A1A0B0B1 −B0B1 − A1A0B1B0 − A1A0 −B1A0)|Ψ 〉
= 8|Ψ 〉,

which we can express as

i(A0A1 − A1A0)i(B0B1 −B1B0)|Ψ 〉 = 4|Ψ 〉, (26)

Since the eigenvalues of A0 and A1 are ±1, the eigenvalues of (A0A1−A1A0)
cannot exceed 2 in absolute value, and the same is true for (B0B1 − B1B0).
It follows that

(i[A0, A1])2|Ψ 〉 = −(A0A1A0A1 − A0A1A1A0 − A1A0A0A1 + A1A0A1A0)
= (2− (A0A1A0A1 + A1A0A1A0))|Ψ 〉
= 4|Ψ 〉, (27)

which implies

(A0A1A0A1 + A1A0A1A0)|Ψ 〉 = −2|Ψ 〉, (28)

19



and therefore
〈Ψ|(A0A1 + A1A0)2|Ψ〉, (29)

which means that |Ψ 〉 is an eigenvector of A0A1 + A1A0 with eigenvalue
0. From the decomposition (23) it follows that each term |u1 〉...|un 〉 is an
eigenvector of A0A1 + A1A0 with eigenvalue 0. Since we have assumed the
dimension of HA to be n, it follows that A0A1 + A1A0 must be identically
zero:

A0A1 + A1A0 = 0. (30)

Equation (30) implies that A0 and A1 are two of the generators of an SU(2)
algebra. A similar result can be obtained about B0 and B1. Thus maximum
violation of the CHSH inequality implies something quite strong about the
measurements of the two parties. Furthermore, we can derive a conditions
on the coefficients of the state as well, from the decomposition

|Ψ 〉 =
n/2∑
ij=1

cij|αij 〉. (31)

The state needs to be a generalized singled state. We then get a description of
the most general experiment that can maximally violate the CHSH inequality,
and the fact that this turns out to be a rather specific experiment is the
essence of selftesting. It is this derivation of which states and measurements
maximally violate the CHSH inequality that constitutes the starting point
of discussions about self testing.

Incidentally, Mayers and Yao’s result [14], also concerns the singlet. It
was McKague [16, 17] who put these two results in terms of equivalence
of experiments. Further developments were produced by Wu et al. [18],
who found a criteria for discerning if a bipartite Bell inequality with two
dichotomic observables for each party certifies the existence of the singlet.
Their paper refers to this as "self-testing the singlet", but the term is used
in an inexact way; as we have seen, "self-testing" means certification of the
measurements as well.

3.1.2 Selt-testing property of the EBI

text In our work [19], we have used Popescu and Rohrlich’s methods to char-
acterize experiments that maximally violate the EBI and determine whether
the maximal violation of the EBI is self testing. We have found that the EBI
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is not selftesting in a strict sense. It does turn out, however, that the maxi-
mal violation of the EBI always involves a singlet, and specific measurements
for the two parties, as described in Section 2.0.3. EBI’s failure to be fully
selftesting has to do with the difficulty of discerning operators from their
complex conjugates.

In order to characterize all the states and measurements that maximally
violate the EBI, we start from the general scenario, similarly as for the CHSH
inequality. Alice measures three dichotomic observables A0, A1, A2, Bob mea-
sures four dichotomic observables, B0, B1, B2, B3. All observables have as
eigenvalues ±1. We denote the state shared by Alice and Bob by |Ψ 〉 and
assume that the state together with the operators maximally violate the EBI:

〈Ψ|Σ|Ψ〉 = 4
√

3, (32)

where Σ has been defined in Section 2.2. Let |ψ 〉 = ∑m
i=1

∑di
p=1 λi|uipvip 〉

be a Schmidt decomposition o |Ψ 〉, with i labeling the m different Schmidt
coefficients and di being the multiplicity of λi. We need to also assume that
the Hilbert spaces of Alice and Bob have the same dimension N , and to
define the operators

D1 = (A1 + A2 + A3)/
√

3, (33a)
D2 = (A1 − A2 − A3)/

√
3, (33b)

D3 = (−A1 + A2 − A3)/
√

3, (33c)
D4 = (−A1 − A2 + A3)/

√
3. (33d)

We can then conclude the following things about the states and operators
that satisfy (32):
• Alice’s observables anticommute: {Ak, Al} = 2δkl. From this is follows

that the space HA can be split into orthogonal subspaces

H i
A =

ni⊕
p=1

H ip
A , Aik =

ni⊕
p=1

Aipk . (34)

In each subspace, Alice’s operators can be written, in some basis, like
this:

Aip1 = Z, Aip2 = X, Aip3 = ±Y. (35)
• Bob’s space can be split in the same way:

H i
B =

ni⊕
p=1

H ip
B , Bi

l =
ni⊕
p=1

Bip
l , (36)
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and the operators admit the decomposition:

Bip
1 = 1√

3(Aip1 + Aip2 − A
ip
3 ) = 1√

3(Z +X ∓ Y ), (37a)
Bip

2 = 1√
3(Aip1 − Aip2 + Aip3 ) = 1√

3(Z −X ± Y ), (37b)
Bip

3 = 1√
3(−Aip1 + Aip2 + Aip3 ) = 1√

3(−Z +X ± Y ), (37c)
Bip

4 = 1√
3(−Aip1 − Aip2 − Aip3 ) = 1√

3(−Z −X ∓ Y ). (37d)

• the state |Ψ 〉 can be represented as

|ψ 〉 =
m∑
i=1

ni∑
p=1

λi(| 0ipA0ipB 〉+ | 1ipA1ipB 〉)

=
√

2
m∑
i=1

ni∑
p=1

λi|φip+ 〉.
(38)

The above list characterizes the most general scenario which maximally vi-
olates the EBI. The sign indeterminacy on Aip3 in each subspace cannot be
resolved. The implication of this indeterminacy is that the maximal violation
of the EBI is not self-testing, in the strict sense of the definition in Section
3.1,and in the same way that the CHSH inequality is. Observing a maximal
violation of the EBI does, however, tell us a lot about the state and operators
involved.

3.2 Randomness certification
text We move on now to the second type of certification addressed in this
thesis: randomness certification. The characterization of randomness is not
a straightforward task. Given a source of bits, one can verify the presence of
apparent randomness by performing a series of tests and checking the distri-
bution of the numbers. However, this does not safeguard against the scenario
in which the numbers are in fact generated according to a preset pattern and
thus known to the manufacturer of the device [21]. These numbers are called
pseudo-random and ruling them out is part of randomness certification. On
top of these adversarial considerations, there are fundamental considerations
as well. Randomness generating processes that use classical systems will
be inherently non-random, as classical mechanics is deterministic. Classical
randomness relies on the complexity of the pattern and the limited compu-
tational power of the adversary. Quantum mechanics is non-deterministic,
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which opens the way for quantum random numbers generators (QRNGs),
generating true randomness. The first QRNG was proposed in 2000 by Gisin
et al. [20] and nowadays QRNGs are commercially available.

Quantum randomness certification is device independent and relies on
the presence of non-local correlations. This immediately tells us that Bell
inequalities can be used for such tasks. The question of how much random-
ness can be certified from a certain amount of non-local correlations arise
naturally. It has been settled by D’Ariano et al. [22], who have proven that
the maximum number of bits that can be certified in a DI way from one bit
of entanglement is upper bounded by two. Recently, Acín et al. [23] have
proven analytically that this maximum can be saturated. They proved this
by constructing two protocols for achieving the maximum; the first uses a
simultaneous maximal quantum violation of three Clauser-Horne-Shimony-
Holt (CHSH) Bell inequalities, the second uses the maximal violation of an
Elegant Bell inequality and is supported only by numerical evidence. The
second is the simpler protocol of the two (and indeed the simplest protocol
currently known for the certification of two bits of randomness from an ebit).

This is the context for our work on this problem: accompanying pa-
per II in this thesis proposes a modified version of this second randomness
certification protocol and offers an analytic proof of the certification. Our
randomness certification [24] is framed in terms of two tests that need to be
passed by an ensemble of a source and measurement devices. The scenario
is the following: Alice has a source of systems and a measurement device
with four outcomes. She uses them to perform a 4-outcome measurement on
each system produced by the source. The generated outcomes are apparently
unpredictable, i.e., after many measurements Alice notices that the four out-
comes appear with the same frequency and follow no pattern. However, it
may be the case that an adversary, let’s call it Eve, can guess the outcomes.
Eve could even be the manufacturer of the source, which means that the
device is not trusted. Here the concept of device-independent certification
comes in: Alice needs a way of testing her randomness without testing the
production of the device. Such a test will naturally be independent on the
nature of the device, or on any model that we may use to describe the device.

The tests we proposed, if passed, certify that Alice’s device generates
numbers which are unpredictable for everyone, i.e. Eve’s guessing proba-
bility cannot exceed 1/4. The tests involve a third party, Alice’s trusted
collaborator Bob, who has access to a second system produced by Alice’s
source (see Fig. 1 of the accompanying paper [24]).
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We model Eve’s guessing as the application of a local 4-outcome POVM
F (if Eve measures a she guesses that Alice measured a). Then Eve’s local
guessing probability is defined as the probability that Eve makes a correct
guess given that Alice measures A4 and Eve measures F , and is denoted by
G:

G = max
F

∑
a

P (a, a|A4, F ). (39)

For the tests, Alice needs three additional dichotomic measurements, A1,
A2, A3, and Bob needs four dichotomic measurements, B1, B2, B3, B4. We
introduce the notation Ea|i,j = ∑

b bp(ab|AiBj), for the expectation value of
Bob’s jth measurement conditioned on the outcome of Alice’s ith measure-
ment.

The first test is a Bell test. Alice’s and Bob’s observables, together with
their state, should maximally violate the EBI, when plugged into (18). That
is, they should give rise to S = 4

√
3, where S is defined in (19).

The second test requires the existence of a family of four qubit operators
Q = {Qa}:

Qa = γ0
aI + γ1

aZ + γ2
aX + γ3

aY, (40)

where Z,X, Y are the Pauli operators and

γ0
a = P (a|A4), (41a)
γ1
a =

√
3

2 (Ea|4,1 + Ea|4,2), (41b)
γ2
a =

√
3

2 (Ea|4,1 + Ea|4,3), (41c)
γ3
a = −

√
3

2 (Ea|4,2 + Ea|4,3). (41d)

The test is passed if p(a|A4) = 1/4 and Q is an extremal 4-outcome POVM.

4 Symmetric informationally complete POVMs
text We turn our attention now to the geometric objects mentioned earlier
(which appeared as descriptions of collection of measurements in scenarios
maximally violating the Elegant Bell Inequality), the so-called SIC-POVMs.
An alternative, better, name for these structures is SICs [25]. They are
structures of independent interest, first introduced in [26, 27]. The question
of their existence in all finite dimensions is open, and it is a question of rich
structure, that brings together practical considerations in optimal quantum
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state characterization and highly abstract considerations in number theory.
We first introduce the definition of SIC-POVMs, then give an overview of
the properties of all known solutions. We then explore some of the very
interesting connections between geometry and algebraic number theory that
SICs expose.

4.1 Definition
SIC-POVM stands for symmetric informationally-complete POVM. A POVM
consists of a set of d-dimensional positive operators {Ei} resolving the iden-
tity: ∑

iEi = I. The operators Ei are called effects or POVM elements
associated with the measurement. (The abbreviation stands for “positive
operator-valued measure”, and it is being used for historical reasons). SIC-
POVMs are POVMs consisting of d2 elements of dimension d, proportional
to projectors, Ei = 1

d
Mi, (where Mi = |Ψi〉〈Ψi|) and obeying:

Tr(MiMj) = 1
d+ 1 (42)

for ∀i 6= j.
The name symmetric informationally complete encapsulates the importance
of these POVMs in quantum state tomography. SICs are informationally-
complete in the sense that complete measurement statistics characterize un-
ambiguously any pure or mixed quantum state. This is ensured by having
d2 operators, giving d2 − 1 probabilities (the condition that the set {Ei} re-
solves the identity reduces the number of linearly independent operators by
1), which are enough to characterize a density matrix ρ in dimension d (the
matrix is characterized by d2−1 real parameters, one degree of freedom being
reduced by the condition Trρ = 1). The symmetry (the fact that they are
equiangular) ensures that the information overlap is minimal. A SIC maps
each of its d2 possible measurement outcomes to one of d2 subnormalised
rank-one projectors on the Hilbert space of d-dimensional pure quantum
states. SIC-POVMs can be characterized in terms of frame theory [28]. In
this context, a set of unit vectors that specifies a SIC-POVM, {|Ψi 〉}d

2−1
i=0 by

Mi = |Φi 〉〈Φi |, is a maximal equiangular tight frame. An equiangular tight
frame (ETF) is a set of equal norm vectors in a d-dimensional space with
the property that the scalar products of pairs of vectors are identical and
minimal. It has been proven [28] that such a set can contain no less than d
and no more than d2 vectors. The minimal ETFs consist of d vectors with
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no overlap, they are the orthonormal bases of the space. The maximal ETFs
correspond to the objects we are interested in. Geometrically, an ETF can be
represented as d2 equiangular vectors through the origin of the complex pro-
jective space Cd, each vector along the direction of the 1-dimensional space
that it spans. We will use the term SIC from now on to refer to the set {|Φi 〉}
of d-dimensional vectors, rather than to the set of projectors obtained from
them. The problem of the existence of SICs in all finite dimensions is open.
Analytical solutions have been found up to dimension 48, complete numerical
solutions up to dimension 50 [29, 30]. The highest dimension for which some
numerical solution has been found is 844 [31]; and up to dimension 151 at
least one solution in each dimension has been found.

4.1.1 The Weyl-Heisenberg group

text The search for SICs is a search for a set of vectors. It is natural to con-
sider, when searching for a set of vectors, whether the set could be obtained
by displacing one of the elements by applying a group of suitable size, i.e.
whether the vectors form an orbit under a group. For SICs, it turns out
they do, and that the group is the Weyl-Heisenberg group, which has many
applications in signal processing and frame theory [32]. In prime dimensions
it has been proven, by Zhu [33], that, if a SIC is covariant under any group, it
must be covariant under the d-dimensional Weyl-Heisenberg group. In prac-
tice, almost all known SICs are covariant under the Weyl-Heisenberg group.
The only exception occurs in dimension 8, where a SIC has been found that
is an orbit under a different group (this SIC is known as the Hoggar lines).

We do not get involved with the Hoggar lines, and base our study on
Weyl-Heisenberg - covariant SICs, i.e. SICs whose elements form an orbit
under this group. To be able to define the group, we introduce the unitaries
X and Z, acting on the standard basis in dimension d as

X| k 〉 = | k + 1 〉 (43)

and
Z| k 〉 = ωk| k 〉, (44)

the addition being modulo d.
We then define the Weyl-Heisenberg displacement operators as

Di,j = τ i∗jX iZj. (45)
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Up to phase factors, there are d2 displacement operators. They satisfy

Tr(DijDi′j′) = dδii′δjj′ (46)

and consequently they form a unitary operator basis. By definition, this is
a basis in the space of operators acting on the Hilbert space, such that each
element of the basis is unitary. In quantum information, these bases are
called nice error bases. The Weyl-Heisenberg group is the group generated
by these operators. We introduce the notation p =

(
i
j

)
in order to keep track

of indices more easily. It is convenient to characterize a covariant SIC by a
fiducial state |Ψ0 〉, which is displaced by the Weyl-Heisenberg operators Dij

onto the other elements:
|Ψij 〉 = Dij|Ψ0 〉 (47)

where τ = e
2iπ

2 . From here on, we will identify a SIC by its fiducial. The
choice of fiducials is made from symmetry considerations, which we will get
into below.

We define the overlap phases in dimension d as

eiθp =
√
d+ 1〈Ψ0 |Ψp 〉 =

√
d+ 1〈Ψ0|Dp|Ψ0〉 (48)

for all i 6= 0 or j 6= 0. Since the Weyl-Heisenberg operators form an orthog-
onal basis, any operator acting on Cd admits a unique decomposition

A =
∑
p

apD−p, ap = 1
d
TrDpA. (49)

In particular, the projector corresponding to the SIC fiducial can be expressed
as

|Ψ0〉〈Ψ0| =
1
d

∑
p

D−p〈Ψ0|Dp|Ψ0〉. (50)

This tells us immediately that any SIC can be reconstructed from its overlap
phases and thus that the set of overlap phases forms an alternative description
of a SIC. This will allow us to introduce number theoretical considerations
into the study of SICs. The first observation about the overlap phases is that
they turn out to be algebraic integers in the algebraic number field that they
give rise to. This holds for all known SICs.

The commutation rule for the Weyl-Heisenberg group is

DpDq = ω<p,q>DqDp, (51)

27



where the exponent of ω turns out to be the symplectic form, < p, q >=
p1q2 − p2q1.

The composition rule of the group is

DpDq = ω2−1<p,q>Dq+p. (52)

The addition is modulo d. Raising to the power −1 is done modulo d, when
d is odd. If d is even, the inverse does not exist, and the composition rule
needs to be slightly modified [34]. For this reason, odd and even cases turn
out to be very difficult to treat together. We will treat them separately, and
focus on the odd case.

4.1.2 Symmetries

text The stability group of the fiducial is the set of all matrices U that leave
the fiducial unchanged: |Ψ0 〉 = U |Ψ0 〉. (The notation U does not imply
that all the stabilizers will be unitary; some turn out to be anti-unitary). In
order to approach the symmetries, let us first introduce the extended Clifford
group. The Clifford group is defined as the group of unitary operators that
permute the elements of the Weyl-Heisenberg group [34]:

UDpU
† = Dq (53)

From now on, we will fix the dimension d to be an odd number. Keeping the
earlier convention on labels for the Weyl-Heisenberg elements, the transfor-
mation (53) can be written as UDpU

† = Df(p), where f(p) is a function of p.
It can be proven that f(p) is linear in the elements of p: f(p) = Mp, with M

a 2× 2 matrix
(
α β
γ δ

)
. It is not, however, the case that the Clifford group

contains all such 2× 2 matrices. The Clifford group acts as:

UDpDqU
† = UDpU

†UDqU
† = DMpDMq = ω2−1<Mp,Mq>DMp+Mq (54)

UDpDqU
† = ω2−1<p,q>UDp+qU

† = ω2−1<p,q>DMp+Mq (55)

From these it follows that we need < p, q >=< Mp,Mq >, modulo d. Only
the matrices preserving this relation correspond to elements of the Clifford
group. The group of 2×2 matrices that generate the Clifford group is SL(2),
that is, the set of 2 × 2 matrices with determinant 1. The Weyl-Heisenberg
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unitary can be obtained knowing this transformation rule (the matrix M)
through a method proved by Appleby [34].

UM = eiθ√
d

d−1∑
s,r=0

τβ
−1(δr2−2rs+αs2)|s〉〈r| (56)

Zauner [26] conjectured that in every finite dimension, a SIC fiducial can be
found that is left invariant by an order 3 unitary. In almost all dimensions,
all order 3 unitaries are equivalent, and we usually choose as a representative
the matrix:

〈j|UZ |i〉 = eiξ√
d
τ ij+j

2
, (57)

with ξ = π(d−1)
12 , now known as the Zauner unitary. Its eigenvalues are e2πik/3,

with k ∈ {0, 1, 2}. The dimension of the eigenspace corresponding to k is

dimZk =
⌊
d+ 3− 2k

3

⌋
, (58)

where the brackets signify the floor function, returning the integer part of
the argument. This conjecture seems to hold. In practice, in every dimension
where SIC fiducials have been found, at least one of them is stabilized by this
matrix. In fact, almost all known fiducials are. However, in dimensions of
the form d = 9k + 3 and d = 9k + 6, there exist inequivalent classes of order
3 matrices. In these dimensions as well, there exist at least one solution that
is stabilized by the class represented by the Zauner unitary, but there exist
solutions that are stabilized by some other order-3 unitary.

4.1.3 Number theory aspects

text A number theoretical approach to SICs focuses on the matrix elements
of the fiducial matrices, and on the overlap phases. While it is not the case in
general that the numbers that appear in SICs are easy to write down (one of
the fiducial vectors in dimension 48, for example, takes up 50000 A4 pages),
the numbers turn out to have other properties that make them simple, in
a sense. For all known SIC fiducials, the matrix elements can be expressed
in radicals. This has implications for the associated Galois group. Indeed,
the numbers that appear in SICs turn out to have very interesting properties
from an algebraic number theory point of view [35]. From this point of view,
numbers appearing in different SICs also exhibit remarkable connections, a
fact which was first discovered by [35].
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4.2 Connections between dimensions
text Our work on SICs started from the observation that in dimensions 8 and
48 there exist smaller equiangular tight frames embedded in (some of) the
SICs. The fiducials showing this property were the ones that had additional
symmetries, other than the order-3 Zauner unitary. Both 8 and 48 are of the
form d(d − 2), with d = 4 and d = 8, respectively, and the two embedded
ETFs consist of the vectors Ddi,dj|Φ0 〉 and D(d−2)i,(d−2)j|Φ0 〉 in both cases.
Equivalently, the operators

Π1 =
d−1∑
i,j=0
|Ψ(d−2)i,(d−2)j 〉〈Ψ(d−2)i,(d−2)j | (59)

and
Π2 =

d−3∑
i,j=0
|Ψdi,dj 〉〈Ψdi,dj | (60)

are projectors with ranks d+1
2 and (d−2)(d−1)

2 respectively.
We have explicitly checked this property for all dimensions of form d(d−2)

for which SICs were, or became, available. Explicitly, they are: 8, 15, 24, 35,
48, 63, 80, 99, 120, 143, 168, 195 and 323.

It seemed that there exists a connection between the complex Hilbert
space of dimension N and the smaller subspace onto which the operators Π1
and Π2 project, and that the source of this connection might be the composite
nature of dimension N . Since establishing connections between structures in
different dimensions is a promising direction of research in SIC, opening up
the possibility of predicting the symmetry subspace where fiducials may lie,
thus narrowing the space where we should search for them, we were motivated
to investigate other composite dimensions.

In the early stages of the project we checked whether similar ETFs would
appear in SICs in dimensions of the form N ′ = d(d− 1) and N ′′ = d ∗ d. We
checked the operators

Π′1 =
d−1∑
i,j=0
|Ψ(d−1)i,(d−1)j 〉〈Ψ(d−1)i,(d−1)j | (61)

and
Π′2 =

d−2∑
i,j=0
|Ψdi,dj 〉〈Ψdi,dj | (62)
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for N ′ and the operator

Π′′1 =
d−1∑
i,j=0
|Ψdi,dj 〉〈Ψdi,dj | (63)

for N ′′, and they turned out to not be projectors. Tabels 3. and 4. contain
detailed information on the dimensions of the above operators, as well as the
multiplicity of their eigenvalues.

rank Π′1 rank Π′2 mult. Π′1 mult. Π′2
12a 9 8 3,3,3 8 distinct eigenvalues
12b 8 6 4,4 3,3
20a 16 20 4,4,4,4 5,5,5,5
20b 16 20 4,4,4,4 5,5,5,5

Table 3: the ranks and multiplicity of eigenvalues, for operators (61) and
(62), for dimensions N ′ = d(d− 1)

rank Π′′1 mult. Π′′1
9a 8 1,3,3,1
9b 8 1,1,3,3
16a 8 1,3,3,1
16b 8 1,1,3,3
25a 25 1,3,3,3,3,3,3,3,3
25b 25 3,3,3,3,3,1,3,3,3

Table 4: the ranks and multiplicity of eigenvalues, for operators (63), for
dimensions N ′′ = d ∗ d

This result means that there are no ETFs similar to those in dimensions
of form N . This geometric feature thus singles out dimensions d(d− 2), and
our study focuses on them. Our main result, in fact, is that this geometric
property is connected to the number-theoretical properties of SICs in these
dimensions.

In dimension 8, it happens that any vector belonging to the same Zauner
subspace as the highly symmetric SIC 8b produces projectors of the same rank

31



as Π1 and Π2, respectively, when displaced by the same Weyl-Heisenberg op-
erators. It is not the case that for higher dimensions the symmetry subspace
is enough to guarantee a vector can be displaced into an ETF in this way. We
sampled the subspaces in which highly symmetrical fiducials lie and found
that the symmetries alone do not account for this geometric property.

Another remarkable property of the projector operator Π2 is that it con-
sists of very simple numbers (0, 1, 1/2) in the basis in which the fiducial is
expressed. For example, this is how the projector operator looks like for
fiducial 15d:

Π2 =



1 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1

2 0 0 0 0 0 0 0 0 0 1
2 0 0 0

0 0 1
2 0 0 0 0 1

2 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1

2 0 0 0 0 0 0 0 0 0 1
2

0 0 0 0 0 1
2 0 0 0 0 1

2 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0
0 0 1

2 0 0 0 0 1
2 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 1
2 0 0 0 0 1

2 0
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 1

2 0 0 0 0 1
2 0 0 0 0

0 1
2 0 0 0 0 0 0 0 0 0 1

2 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 1

2 0 0 0 0 1
2 0

0 0 0 0 1
2 0 0 0 0 0 0 0 0 0 1

2



The projectors commute in all cases, and their product projects to a(
d−1

2

)2
-dimensional subspace. In the case of N even, this subspace contains

4 SIC vectors (|Ψ0,0 〉, |Ψ0,2d 〉, |Ψ2d,0 〉, |Ψ2d,2d 〉), in the case of N odd, only
the fiducial is to be found in this subspace.

The number theory connection between SICs in dimension N = d(d− 2)
and SICs in dimension d manifests in the overlap phases, a fact which was
first observed by Gary McConnell and was studied systematically by us. The
relevant observation is that overlap phases belong to the abelian extension
Q(
√
DN), where D is the square-free part of (N − 3)(N + 1). We see that
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for N = d(d− 2), DN = Dd:

DN = [d(d− 2)− 3][d(d− 2) + 1] = (d2 − 2d− 3)(d2 − 2d+ 1) = Dd, (64)

after eliminating squares. Another, more subtle, observation is that the
squares of the overlap phases in dimension d appear as overlap phases in di-
mensionN as well, at certain positions. Namely, all overlap phases 〈Ψ0|Ddi,dj|Ψ0〉
and 〈Ψ0|D(d−2)i,(d−2)j|Ψ0〉 in dimension N are squares of phases, or inverse of
squares of phases, from dimension d. We introduced the notion of alignment
to describe the relationship between these 2 fiducials [37]. Given how large
the number field from which these numbers are drawn is, this is a remark-
able property, pointing again towards the possibility of constructing high
dimensional SICs from lower dimensional ones.

We conjecture that for each fiducial in dimension d there exist one fiducial
in dimension N for which the phases have this property. This property was
tested for all the fiducials in dimensions up to 15. In dimension 195 =
15 ∗ (15 − 2) there was only one highly symmetric fiducial available (with
order 6 symmetry), aligned with one of the 15-dimensional fiducials. When
we reported our conjecture to Andrew Scott, he was able to find three more
highly symmetrical fiducials in 195 (two of order 6 and one of order 12),
each of them aligned with one of the fiducials in dimension 15 [30] (with
this, everything up to and including dimension 15 is checked). Similarly, our
observation helped Grassl and Scott find an exact solution in dimension 323
[31].
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